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Kernel smoothing has greatly evolved since its inception to become an 
essential methodology in the Data Science tool kit for the 21st century. 
Its widespread adoption is due to its fundamental role for multivariate 
exploratory data analysis, as well as the crucial role it plays in composite 
solutions to complex data challenges.

Multivariate Kernel Smoothing and Its Applications offers a comprehen
sive overview of both aspects. It begins with a thorough exposition of the 
approaches to achieve the two basic goals of estimating probability density 
functions and their derivatives. The focus then turns to the applications of 
these approaches to more complex data analysis goals, many with a geo
metric/topological flavour, such as level set estimation, clustering (unsu
pervised learning), principal curves, and feature significance. Other topics, 
while not direct applications of density (derivative) estimation but sharing 
many commonalities with the previous settings, include classification (su
pervised learning), nearest neighbour estimation, and deconvolution for 
data observed with error.

For a Data Scientist, each chapter contains illustrative Open Data examples 
that are analysed by the most appropriate kernel smoothing method. The 
emphasis is always placed on an intuitive understanding of the data provided 
by the accompanying statistical visualisations. For a reader wishing to 
investigate further the details of their underlying statistical reasoning, a 
graduated exposition to a unified theoretical framework is provided. The 
algorithms for efficient software implementation are also discussed.
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